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Abstract  

 Breast Cancer is one of the most 
commonly diagnosed cancers in women. 
There is a 12.6% chance that a women can 
develop invasive breast cancer in her lifetime. 
All the clinically performed methods have some 
limitations. Automated diagnosis became an 
important area of cancer studies. Development 
of such systems require machine learning 
algorithms. Machine Learning has became a 
popular tool in the field of medical diagnosis. 
This study aims to provide a comparative 
analysis of various algorithms that can be 
used in the classification of Breast Cancer. 
The dataset used was retrieved from UCI 
machine learning repository and was created by 
University of Wisconsin. A total of 9 algorithms 
were employed to classify Benign and Malignant 
Tumors. 9 models were created using these 
algorithms. These models were compared by 
various metrics such as Accuracy, Precision, 
Recall Score and F1 Score. 
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Introduction

 Breast Cancer is one of the most 
commonly diagnosed cancers in women. There 
is a 12.6% chance that a women can develop 

invasive breast cancer in her lifetime(1). 95% 
of Breast Cancers arise from breast epithelial 
elements and are carcinomas. Two main types 
of Breast Cancer are invasive carcinomas 
and in situ carcinomas. Breast cancer cases 
are high in ages upto 50(2). Genetics might 
play an important factor as 6% of the cases 
are hereditary(3). Also, women diagnosed 
with breast Cancer have higher risk factor of 
developing new cancer in either the second or 
the treated breast. This risk factor will increase 
by 1% every year. Much research had been 
done trying to establish a relationship between 
specific foods and diagnosis of Breast Cancer. 
The only reliable relation identified was with 
alcohol(4). Furthermore, according to Nurses 
Health Society, postmenopausal women who 
exercised at least one hour per week are 20% 
less likely to be diagnosed with Breast Cancer. 
Clinical diagnosis of this disease is generally 
done by physical examination, mammography 
and ultrasound(5). All these methods have some 
limitations. Ultra sound may not detect cancer 
at all times. Also, analysis of mammographic 
image is difficult as it shows little contrast 
between tumors and normal tissue(6). Early 
diagnosis helps in delaying of the disease 
progress and limits treatment expenses. 
Automated diagnosis became an important 
area of cancer studies. Development of such 
systems require machine learning algorithms. 
Several studies were involved in automated 
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cancer detection using various algorithms(7)(8). 
Machine Learning has become a popular tool in 
the field of medical diagnosis. This study aims 
to provide a comparative analysis of various 
algorithms that can be used in the classification 
of Breast Cancer.

Material and Methods

The dataset was retrieved from UCI machine 
learning repository. It has a total of 32 attributes 
and 569 instances. The creators of this dataset 
were Dr. William H. Wolberg, W. Nick Street and 
Olvi L. Mangasarian of University of Wisconsin. 
The attributes were calculated from Digitalised 
image of FNA of a breast mass. Fig1 shows a 
section of the dataset. In the diagnosis attribute, 
B stands for Benign while M stands for malignant. 
Fig2 and Fig3 depict the relation between Texture 
Mean, Radius Mean and Area Mean, Concavity 
Mean. The dataset underwent pre-processing 

initially. Correlation coefficients were calculated 
between every attribute. The correlation matrix 
is shown in Fig4. The correlation Coefficient has 
values ranging from -1 to 1. Highly correlated 
attributes will have values closer to 1, while 
uncorrelated ones will have values closer to 
0. Attributes with coefficients greater than 0.9 
were removed. Out of 31 features (excluding 
diagnosis), 10 were removed and new dataset 
was created. Next, this dataset was split into 
testing and training data. 20% was set aside for 
testing and 80% was used to train the model. 
A total of 9 algorithms were used to create 9 
models. Each of these models were fit(trained) 
with the training data. Various parameters for 
accessing the performance of each of the model 
were also calculated. Random Forest, Decision 
Tree, XGBoost, LightGBM, Naive Bayes, 
Logistic regression, KNN, SVM and AdaBoost 
classifiers were the algorithms used in this study.

 

Fig1 Dataset 
Fig1 Dataset
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Fig 2 
Relationship between Texture and Radius Mean 

Fig 2:-Relationship between Texture and Radi-
us Mean

Fig 3:-Relationship between Area and Concav-
ity Mean Fig 5:- Scatter Plot

Brief descriptions of various algorithms used in 
this study are described below.

Random Forest Classifier

Random Forest contains a large number of 
decision trees, where each tree gives out a 
prediction and the one with highest number of 
votes will be given out as output(9). It works with 
the fundamental   concept that a large number of 
Trees(models) working together will outperform 
any individual constituent models.

XGBoost Classifier

XGBoost works under a gradient boosting 
framework and is also Decision Tree based. It 
was developed at University Of  Washington 
in 2016. Similar to Random Forest, it is an 
ensemble learning algorithm. It’s known for 
its handling of data types , distributions and 
the variety of hyper parameters that can be Fig 4:-Correlation Matrix

 

Fig 3 
Relationship between Area and Concavity Mean 

 

Fig 4 
Correlation Matrix 

In Fig 4 colour grading was set to ‘yellow red’. 
High correlation is shown by more red colour, 
while Low correlation is shown by more yellow 
colour. All diagonal elements have correlation 
value of 1 and are red since each feature is 
mapped to itself. Fig 5 shows the scatter plot of 
the new dataset.

 

Fig 5 
Scatter Plot 
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tuned(10). 

Adaboost Classifier

AdaBoost is one of the first boosting algorithms 
created. It combines multiple weak learners 
into a single strong learner and can be used for 
both regression and classification. It works by 
giving more preference on ones more difficult to 
classify instances rather than on easily handled 
ones(11). 

Decision tree classifier

Decision Tree Classifier comes under 
supervised learning techniques and is mainly 
used for classification. Its structure represents 
a tree where the internal nodes represent the 
features, the branches specify the decision rules 
and the leaf nodes present the outcome(12). Fig 
6 illustrates the decision tree generated on this 
dataset. 

K-nearest neighbours classifier

K-Nearest Neighbours or shortly KNN is also 
a supervised learning technique used for 
classification as well as regression. It can also 
be categorised under Lazy Learner Algorithms 
as doesn’t immediately learn from the training 
data. It tires to calculates the similarity between 
new and trained data and put the new case into 
one of the categories(13).

Support vector machine classifier

Support Vector Machine(SVM) creates a best 
line or boundary that can separate N-dimensional 

Fig 6 
Illustration of Decision Tree 

 

Fig 6 :-Illustration of Decision Tree

space in categories so that new data can easily 
be put in one of the correct class. It chooses 
Extreme Vectors which help in generating a 
Hyperplane. These Extreme Vectors are called 
Support Vectors(14).

LightGBM

LightBGM share many similarities with XGBoost 
in features such as parse optimisation, parallel 
training, multiple loss functions and bagging. 
LightBGM grows trees leaf-wise instead of 
level- wise(15). It uses histogram based trees 
instead of Decision Trees. It was developed by 
Microsoft.

Logistic regression

Logistic Regression is a supervised learning 
algorithm and is used mainly for binary 
classification. It uses sigmoid function to classify 
the data and can easily determine the most 
effective attributes used for classification. It 
provides probable values between 0 and 1 (16).

Naive bayes classifier

Naive Bayes is a classification algorithm 
based on Bayes Theorem. It naively assumes 
independence among the features and the 
continuous values associated with each feature 
are assumed to be distributed according to a 
Gaussian distribution(17). 

All the work was done using Jupyter Notebook, 
an interactive python notebook. All the 
algorithms used were performed using Scikit-
learn machine learning library. Seaborn library 
was used to visualise the data.  

Results and Discussion

Naive Bayes and Decision Tree Classifiers were 
the least performing models with an accuracy 
of 89.47% and 88.59% respectively. LightGBM 
achieved the highest accuracy of 98.24%. 
AdaBoost and XGBoost performed well with an 
accuracy of 96.49% and 97.36%. Fig 7 to Fig 15 
present the confusion matrices of all algorithms 
used. Confusion Matrix gives us the number 
of True positive(TP) ,True negative(TN), False 
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positive(FP) and False negative(FN) instances.

 

Fig 7 Fig 8 

Fig 9 Fig 10 
 

Fig 7 Fig 8 

Fig 9 Fig 10 

Fig 11 Fig 12 

Fig 13 Fig 14 
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Fig 11 Fig 12 

Fig 13 Fig 14 

Fig 15 

 
Random Forest classifier has shown 42 True 
Positive, 64 True Negative, 3 False Positive 
and 5 False Negative instances. A Total of 106 
instances have been correct out of 114, hence 
the accuracy is 92.98%.Precision, Recall and 

Fig 16:-Comparison of Metrics Fig 16 
Comparison of Metrics 

F1 Score were also calculated for each algo-
rithm. Their Formulas are given Above. Each 
of these metrics were calculated for all the nine 
algorithms used and their values are given in 
Table 1. All values were compared graphically 
in Fig 16.



Current Trends in Biotechnology and Pharmacy
Vol. 16 (4) 481 - 489, Oct 2022, ISSN 0973-8916 (Print), 2230-7303 (Online)
10.5530/ctbp.2022.4.81

Detection of breast cancer using machine learning algorithms

487

Table 1:- Values Of Metrics

Algorithm Accuracy Precision Recall Score F1_Score
Random Forest 0.938596 0.934783 0.914894 0.924731
XGBoost 0.973684 0.978261 0.957447 0.967742
AdaBoost 0.964912 0.957447 0.957447 0.957447
Decision Tree 0.894737 0.830189 0.936170 0.880000
KNN 0.903509 0.891304 0.872340 0.881720
SVM 0.956140 0.937500 0.957447 0.947368
LightGBM 0.982456 1.000000 0.957447 0.978261
Logistic Regression 0.940659 0.916667 0.936170 0.926316
Naive Bayes 0.894737 0.872340 0.872340 0.872340

LightGBM scored the highest F1 Score of 
97.82%, followed by XGBoost and AdaBoost 
with 96.77% and 95.74% respectively. 
SVM, AdaBoost, LightGBM and XGBoost 
achieved Recall Score of 95.74%. In all the 
four parameters, LightGBM performed better 
than the remaining algorithms. Also, boosting 
algorithms outperformed tree based algorithms 
in all parameters. ROC (Receiver Operating 
Characteristic) curves along with the AUC (Area 
Under The Curve)  are presented in Fig 17-25.

 

Fig 17 
Random Forest 

Fig 17:- Random Forest

Fig 18:- XGBoost

Fig 19:- AdaBoost

Fig 20:- Decision Tree

Fig 21:- KNNFig 18 
XGBoost 

Fig 19 
AdaBoost 

 

Fig 20 
Decision Tree 

Fig 21 
KNN 

 

Fig 20 
Decision Tree 

Fig 21 
KNN 
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ROC curves are used in binary classification 
and feature True Positive and False Positive 
rates on x and y axes respectively. A larger AUC 
is considered better. LightBGM has the highest 
AUC of 97.87% while Naive Bayes has the 
lowest of 89.13%.

Conclusion

Breast Cancer is one of the most frequently 
occurring cancers in the world. This study 
provides a comparative analysis of different 
machine learning algorithms used in detection 
of the disease. Most of the algorithms achieved 
an accuracy of score higher than 90%, proving 
that machine learning  plays a crucial role in 
early diagnosis and automated detection of 
the disease. Boosting algorithms used in study 
(XGBoost, LightGBM and AdaBoost) performed 
superiorly. 

 

Fig 22 
SVM 

Fig 23 
LightGBM 

Fig 24 
Logistic Regression 

Fig 25 
Naive Bayes 

 

Fig 22 
SVM 

Fig 23 
LightGBM 

Fig 24 
Logistic Regression 

Fig 25 
Naive Bayes 
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SVM 

Fig 23 
LightGBM 

Fig 24 
Logistic Regression 

Fig 25 
Naive Bayes 

 

Fig 22 
SVM 

Fig 23 
LightGBM 

Fig 24 
Logistic Regression 

Fig 25 
Naive Bayes 

Fig 22:- SVM Fig 24:- Logistic Regression

Fig 23:- LightGBM Fig 25:- Naive Bayes
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